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Health inequity for marginalized groups increases the risk of developing health problems. 
Healthcare providers' unconscious bias contributes to this inequity. A novel bias modification 
method—called Cognitive Bias Modification for stereotype (CBM-S)—is a digital tool designed to 
be used in conjunction to existing bias training to address medical students’ biases toward Māori 
(an indigenous population in Aotearoa New Zealand). CBM-S encourages non-stereotypical 
interpretations through relevant and specific text-based scenarios and has been tested against 
control. To improve the scenario’s relevance and specificity, here, we adopted a user-centered 
approach to materials development for CBM-S that involved iterative inputs from medical students 
and Māori participants to achieve our objectives. We outlined the material development process 
for CBM-S to provide a guide for researchers and educators in developing CBM-S training. 
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INTRODUCTION 
Health inequity refers to the unequal access to health 

resources and systematic disparity in patients’ healthcare 

experience and overall health status (McCartney et al., 

2019). It is a significant global issue, especially for 

marginalized groups (e.g., indigenous populations, 

rainbow communities, older persons, people with 

disabilities; Baah et al., 2019). Health inequity is a risk 

factor for developing both mental and physical health 

problems (Paradies, 2006). This is due in part to barriers 

in accessing healthcare services (Ellision-Loschmann & 

Pearce, 2006; Harris et al., 2012) and patient’s negative 

experiences during the health-seeking process (Cooper et 

al., 2012; Harris et al., 2012). It has been well documented 

that healthcare providers' implicit (unconscious) bias 

contributes to such barriers (Blair IV et al., 2001; 

Gonzalez et al., 2014; Smedley et al., 2003; van Ryn & 

Fu, 2003; White III, 2011). Implicit bias is often difficult 

to address; conventional bias training is often cognitively 

and temporally demanding and requires effortful 

introspection and frequent and long-term education 

(Forscher et al., 2019). The present paper outlined the 

material development process for a novel bias training 

tool called Cognitive Bias Modification for Stereotype 

(CBM-S). CBM-S is a digital, self-administered training 

tool that addresses New Zealand medical students’ 

interpretation bias of common healthcare scenarios 

involving Māori patients (Hsu & Akuhata-Huntington, 

2024). CBM-S targets bias at the implicit level and is 

designed to complement existing bias training.  
 

Content Specificity in Interpretation Bias 
In information processing theory, scholars have shown 

that an ambiguous social situation can elicit multiple 

interpretations, and that subsequent responses to that 

situation reflect the selected interpretation (Atkinson & 

Shiffrin, 1968; Lachter et al., 2004). An interpretation bias 

occurs when an individual consistently follows a similar 

thought pattern (Nisbett & Ross, 1980), for example, 

interpreting that Māori patients who ask a series of 

questions about treatment reflects their lack of education. 

In many studies, researchers have demonstrated content 

specificity in interpretation bias; that is, interpretation bias 

is strongest when the situation matches the individual’s 

beliefs (Mathews & MacLeod, 1994; Savulich et al., 

2015; Savulich et al., 2017; von Hippel et al., 1997; Yiend 

& Mackintosh, 2004). For instance, von Hippel et al. 

(1997) captured participants’ gender and ethnic bias by 

measuring their interpretation of common situations 

involving females and African Americans, respectively. 

In that study, male undergraduates completed an implicit 

bias measure—the Linguistic Intergroup Bias (LIB; 

Maass et al., 1989), which included text-based scenarios 

that could elicit stereotypical interpretations about the 

target group (i.e., women or African Americans). To 

assess for gender bias, students were randomly assigned 

to read one of two scenarios involving an ambiguous 

situation (e.g., unable to change a blown fuse). These 

scenarios were designed to reflect gender stereotype-

congruent situations. Each story included either a male 

name (e.g., James) or a female name (e.g., Molly). 

Students provided similarity ratings of four short 

interpretations of each scenario. The statements varied in 

their degree of abstraction [e.g., James/Molly is unable to 

change the fuse (concrete) to James/Molly is dependent 

(abstract)]. A higher average rating on abstract 

interpretations of scenarios with a female name indicated 

stronger gender bias against women. 

To assess ethnic bias, ambiguous scenarios were 

presented to students (e.g., scenarios involving a slam 

dunk champion or a spelling-bee winner). These scenarios 

were designed to reflect ethnic stereotype-congruent 

situations. Each story was either accompanied by a 
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photograph of an African American or a Caucasian. 

Again, students provided similarity ratings of four short 

interpretations of each scenario that varied in the level of 

abstraction (e.g., Johnson performs 360-degree slam-

dunk (concrete) to Johnson is athletic (abstract)]. In 

general, 43% of students showed gender bias towards 

women; 45% of students showed ethnic bias towards 

African Americans. Taken together, these results 

highlighted the use of content-specific experimental 

materials in capturing biased interpretations of relevant 

scenarios. 
 

User-Centered Development of Bias Training 
Building on from this notion of content specificity, 

employing a user-centered development approach may 

maximize that specificity and relevance of materials to be 

used in bias reduction training, such as CBM-S. CBM-S 

adopts methods of an emerging class of bias modification 

training called CBM (Hsu, 2023), which was 

conventionally designed as a therapeutic for various 

mental health concerns (Hirsch et al., 2018; Koster & 

Horrelbeke, 2015; Woud et al., 2017). In a clinical 

application of CBM, researchers have also demonstrated 

the importance of using content-specific materials in 

capturing and modifying interpretation bias in people with 

depression (Lamberton & Oei, 2008). That is, training for 

depression should include materials that invite negative 

interpretation bias but encourage a positive resolution. To 

improve the content-specificity of materials used in CBM 

training, Hsu et al. (2023) adopted a user-centered 

approach to materials development by working 

collaboratively with experienced clinical psychologists 

and experts by experience (people with first-hand 

experience of mental health concerns). Together, these 

contributors co-created CBM materials that were relevant 

to their everyday experiences to better capture and modify 

unhelpful interpretation bias. 

In the present paper, we illustrated a similar user-

centered development approach to create content for a 

single-session CBM-S. CBM-S has recently been tested 

against control in medical education to address students’ 

ethnic bias towards indigenous patient groups in NZ, and 

results have been promising (see Hsu & Akuhata-

Huntington, 2024). Bias modification is achieved by using 

implicit inferential learning via a word task. To illustrate, 

CBM-S involves presenting medical students with a set of 

user-generated, content specific materials (i.e., healthcare 

scenarios involving Māori). The final word of each 

scenario is first omitted to create ambiguity with the 

purpose of eliciting multiple interpretations. To create the 

word task, a fragment of the final word of each scenario is 

revealed (“…overgen-ralis-d”). Students enter the first 

letter of that word to complete the word task, which 

resolves the ambiguity of the scenario in a non-ethnic 

stereotype manner. This prompted word task is not only 

effective in guiding the training activity, but more 

importantly, it is a crucial method to implicitly induce a 

less biased response. According to learning theories, 

guiding users to respond in a forced direction through 

cued prompts leads to improved learning outcomes than 

to provide information in an open-ended manner 

(Adesope et al., 2017; Rowland, 2014). 

CBM-S has several advantages over existing bias 

training in that it offers an alternative, cost-effective 

approach that can be self-administrated and delivered 

through digital platforms. This feature enhances its 

accessibility and scalability, making it a more feasible 

option for a wider range of individuals. Beyond this, 

CBM-S takes a different approach to bias modification. 

More specifically, existing implicit bias training methods 

such as metacognition, fact provision, group discussions, 

and counterstereotype exemplars, involve passive 

information delivery about social groups, challenging 

preconceived notions (Joy-Gaba et al., 2010) and 

promoting awareness of biases concerning those groups 

(Sabin et al., 2022). CBM-S targets interpretation bias at 

an implicit level, aiming to address biases in a more 

nuanced and indirect manner through the word task and 

ambiguous scenarios previously described.  

The present paper provides the detailed development 

and evaluation process of CBM-S content and assessment 

materials, which had the following objectives and 

methodology: 

• Objective 1: Adopt a user-centered approach, with 

input from medical students and Māori participants to 

create and evaluate content-specific material to be used 

in CBM-S and tested against control. The methodology 

for Objective 1 includes two stages: content creation and 

evaluation. 

• Objective 2: Obtain reliability ratings of interpretation 

bias assessments and user feedback of CBM-S. The 

methodology for Objective 2 involves one stage of 

collecting user feedback and reliability data for two 

interpretation bias assessments. In the present paper, we 

adopted two interpretation bias measures that are 

commonly used to assess interpretation bias in CBM 

studies: the Scrambled Sentence Task (SST; Rude et al., 

2003; Rude et al., 2022) and Similarity Rating Task 

(SRT; Eysenck et al., 1991) The SST and SRT are 

reliable measures of interpretation bias in 

psychopathology (e.g., SST: Cronbach’s α of .79, Würtz 

et al., 2022; SRT: α = .82, Berna et al., 2011). Please see 

below in the method section for more details on the 

development of these two measures. 
 

METHOD and RESULTS 
The development and evaluative process of materials for 

Cognitive Bias Modification for Stereotype (CBM-S) 

involved varying inputs from medical students and Māori 

participants (see Figure 1, for a schematic of a three-stage 

iterative development process). The CBM-S program of 

work received ethical approval from the University of 

Otago Ethics Committee (reference: 22/063). We 

obtained informed consent from all participants in the 

study. 
 

Stage I: Content Creation  
Healthcare Scenario 

We invited a group of medical students (N = 5) to each 

generate 20 common healthcare scenarios involving 

Māori to be used for developing CBM-S items. From the 

100 scenarios, we aimed to develop 80 CBM-S items and 

20 interpretation bias assessment items. To do this, we 

provided a brief introduction about CBM-S, followed by  
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Figure 1. Schematic of the material development process 

  
 

three exemplars of healthcare scenarios involving Māori 

(e.g., Māori refuses western medicine). Each participant 

was asked to ‘write down 20 scenarios common to 

healthcare settings that you think may trigger ethnically 

biased thoughts about Māori patients and to provide both 

a stereotype/prejudice/discrimination and non-

stereotypical/neutral interpretation of that scenario.’ Pre- 

and post- this task, we asked students to rate their mood 

using a Visual Analog Scale to monitor for any abrupt 

mood changes in sadness, anger, distress, anxiety (Gould 

et al., 2001); we did not find any significant mood 

changes. 

 

Training Items 

Following scenario creation, the academic team—

consisting of one Māori researcher and one non-Māori 

researcher—randomly selected 80 of the 100 scenarios 

and adapted them into standardized CBM format to be 

used as training items for CBM-S. CBM format included 

a three-sentence passage followed by a yes/no question. 

We removed one or more letters of the final word of each 

item to create the word task (we removed generally 

vowels, depending on the length of the word). Participants 

completed the final word to resolve the ambiguity in a 

non-ethnic stereotypical manner. We adopted the student-

generated non-stereotypical/neutral interpretation of each 

scenario to create the final word for each item. See Figure 

2a for an example training item. Gender-neutral pronouns 

(i.e. they, them) and second-person pronouns (i.e. you, 

yours) were adopted to generate a first-person perspective 

of the scenarios. First-person perspective encourages 

active mental participation in text-based narratives that 

promotes readers to develop richer perspective-taking 

(Brunyé et al., 2011), which has been shown to improve 

the modification effects of the CBM method (Holmes & 

Mathews, 2005; Holmes et al., 2006). 

 



NZJP, 52(2), 30-43            Material Development for Cognitive Bias Modification for Stereotypes 

  

33 

 

Three additional features were included in the training 

items. First, to encompass a broader experience of ethnic 

bias, we arranged the training items into five domains of 

modern racism toward Māori (Satherley & Sibley, 2018):  

1. Negative affect (negative feelings toward Māori) 

2. Anxiety (feeling anxious during encounters with 

Māori) 

3. Denial of historical reparation (past injustice is 

non-transferrable to the present day) 

4. Denial of contemporary injustice (discrimination 

is not a present-day issue) 

5. Symbolic exclusion (Māori culture is not 

representative of Aotearoa New Zealand) 

Second, we included dedicated verbs in the final 

sentence of each item to reflect the pipeline of cognitive 

information processing, starting from higher-level 

thoughts to more stable schemata/beliefs (Rumelhart, 

1984). Verbs used to reflect processing at each level 

included: 1) ‘think, sense, imagine’ (top level), 2) 

‘assume, presume, suppose’ (intermediate level), and 3) 

‘believe, are sure, know’ (bottom level).  

Third, researchers have shown that, to achieve effective 

group bias modification, it is important to both individuate 

traits and characteristics to the person (Lebrecht et al., 

2009; Lee et al., 2017; e.g., DeAndre is kind) as well as 

generalize them to a social category (Gawronski et al., 

2018; e.g., Blacks are kind). In order to reflect this in 

CBM-S, initial training blocks used specific Māori names 

(e.g., Mrs Wiremu) before progressively including group 

labels (i.e., Māori patients). 
 

Control Items 

The academic team created 80 control items to test the 

modification effects of CBM-S. The aim was to create 

control items with contents that were unambiguous, non-

medical, and non-cultural. We adopted trivial passages 

from https://mommypoppins.com/kids/fun-facts-for-kids-

random-fun-facts), and created non-medical and non-

cultural everyday scenarios [e.g., ‘It is raining so you 

carry an umbrella with you. You walk to the bus stop and 

wait for the bus. You see there are already many 

people…(waiting)’]. The format of control items was 

identical to the training items (i.e., a three-sentence 

https://mommypoppins.com/kids/fun-facts-for-kids-random-fun-facts
https://mommypoppins.com/kids/fun-facts-for-kids-random-fun-facts
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scenario using gender-neutral second-person pronouns 

with a fragmented final word and a follow-up yes/no 

question). The fragmented word is used to complete the 

passage—as opposed to resolving ambiguity. See Figure 

2b for an example control item. 
 

Interpretation Bias Measures 

The academic team adopted the remaining 20 of the 100 

student-generated healthcare scenarios to create two 

interpretation bias measures that are commonly in CBM 

studies—Scrambled Sentence Task (SST) and Similarity 

Rating Task (SRT). Two sets of SSTs and SRTs were 

developed for pre- and post-assessment of interpretation 

bias in CBM-S. Interpretation bias measures only 

included specific Māori names to promote the implicit 

processing of assessment items (Harris et al., 2016; 

Paradies et al., 2014). 
 

Bias Measure: Scrambled Sentences Task  

The SST consisted of scrambled sentences of six words 

each, including two critical words that were adopted from 

student-generated interpretations of healthcare scenarios. 

One word depicted a common stereotype of Māori 

patients; the other word opposed that depiction in a non-

stereotypical/neutral manner. An example of a scrambled 

sentence is: ‘habits / engages / Miss Ropata / in / 

unhealthy / good,’ (critical words in bold). Using one of 

two critical words, participants form either a five-word 

non-stereotypical interpretation [‘(Miss Ropata) engages 

in good habits’] or stereotypical interpretation [‘(Miss 

Ropata) engages in unhealthy habits’]. See Figure 3a for 

an example SST item. 

 

 

Bias Measure: Similarity Rating Task  

The SRT (also known as the Ambiguous Scenario Test) 

consisted of two parts—encoding and recognition. 

Encoding items included a three-sentence scenario using 

gender-neutral second-person pronouns followed by a 

fragmented final word to induce the ambiguity of the 

passage; a follow-up yes/no question reinforces that 

ambiguity. We created titles for each scenario to be used 

as a cued reminder of the related scenario during the 

recognition phase. Recognition items included two short 

statements associated with each encoding item. We 

adopted student-generated interpretations of healthcare 

scenarios to develop the two short statements—one 

statement provided an explanation of the scenario that is 

consistent with common stereotypes of Māori patients; the 

other statement explained the scenario in a non-

stereotypical/neutral manner. See Figure 3b for an 

example SRT item. 
 

Stage II: Content Evaluation  
Procedure 

Another group of 10 raters (medical students and Māori) 

evaluated the items created in Stage I. One medical 

student was unable to complete all of the ratings and did 

not respond to subsequent communications, resulting in 

nine final raters (n = 4 medical students; n = 5 Māori 

participants). Input from each contributor varied 

according to the task required and is discussed below. 

Training and control items were interleaved in random 

order to blind raters from the type of item (i.e., training or 

control items); for assessment items, stereotype, and non-

stereotype statements were presented in random order. 
 

Content Specificity: Training Items  

For the purpose of rating, we adopted student-generated 

interpretations of healthcare scenarios to create two final 

fragmented words for each scenario—one word resolved 

the ambiguity of the training item in a non-

stereotypical/neutral manner; the other word resolved the 

ambiguity in a manner that is consistent with common 

stereotypes of Māori patients. Medical students rated the 

training items based on a set of a priori-defined criteria 

(stereotypicality towards Māori; relevance to a 

healthcare setting; readability and ambiguity of the 

scenario) using a 7-point scale [1 = not at all… to 7 = 

completely…(criterion)]. Māori participants rated the 

training items on the stereotypical criterion only to reflect 

a user-centered development approach and promote 

content specificity. More specifically, to promote an 

effective and culturally sensitive training approach, it is 

important to include items that Māori consider to be 

stereotyping their culture and ethnicity. Items that were 

excluded based on medical students’ ratings of 

stereotypicality were included if Māori raters had rated 

those items as stereotypical (21% of items met this 

criterion). Here is one example of an item that met this 

criterion: ‘While you examine a Māori patient, you tilt 

their head to the side. As you do this, they appear to move 

their head away from you. You presume that they 

are…(uncomfortable/distrustful).’ Thresholds were set, a 

priori, to determine acceptable training items: 

stereotypical resolution (≥ 5), non-stereotypical 

resolution (≤ 3); readability (≥ 5); relevance (≥ 5); 

ambiguity (≥ 2 counts of ‘Yes’ responses). 
 

Content Specificity: Control Items 

Ratings for the control items followed an identical 

procedure to that of the training items. For the purpose of 

rating, two final fragmented words were created. 

Thresholds were set, a priori, to determine acceptable 

control items: stereotypicality of the two fragmented 

words (≤ 3); readability (≥ 5); relevance (≤ 3); 
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 ambiguity (≤ 1 count of ‘Yes’ responses). 
 

Interpretation Bias Measures 

Medical students rated 20 SRT encoding items and 

recognition items based on a set of a priori-defined criteria 

using a 7-point scale [1 = not at all… to 7 = 

completely…(criterion)]. For encoding items, medical 

students provided ratings of ‘relevance to a healthcare 

setting’ and ‘readability of the scenario;’ for recognition 

items, both medical students and Māori participants 

provided ratings of ‘stereotypicality.’ Thresholds were 

set, a priori, to determine acceptable items to be used in 

interpretation bias assessments: stereotypical 

interpretation (≥ 5); non-stereotypical interpretation (≤ 

3); readability (≥ 5); relevance (≥ 5). We did not collect 

ratings of SST items due to the similarity of item contents 

between SST and SRT as a result of using the same set of 

student-generated scenarios from Stage I. 
 

Name Ratings 

The Māori names to be used in the final set of CBM-S 

training and assessment items were selected based on user 

ratings using a 7-point scale (1 = extremely common non-

Māori name to 7 = extremely common Māori name). The 

same group of medical students and Māori participants 

evaluated 16 Māori names and 14 English names that 

were randomly selected from a list of popular names in 

New Zealand between 2019-2021 

(https://smartstart.services.govt.nz/news/baby-names-

maori). Names that reached a priori-defined acceptable 

value of (≥ 5) were included in the final set of CBM-S 

items (Note that only the finalized version of CBM-S 

included the names that were selected here. Materials used 

for rating during Stage II included group labels (i.e., 

Māori) and Māori names). 
 

Results 
Following the collection of user ratings, we reviewed 

and refined the items based on a priori-defined acceptable 

rating values for each criterion and identified any 

systematic differences between items. This detailed 

review process is outlined below. 
 

Content specificity: Training and Control Items 
First, we examined the ratings for each training and 

control item independently. Items that fell below a priori-

defined acceptable value for each rating criterion were 

excluded from the final set of CBM-S training and control 

items. Fifty-nine CBM-S training items and all control 

items reached acceptable ratings for each criterion 

https://smartstart.services.govt.nz/news/baby-names-maori
https://smartstart.services.govt.nz/news/baby-names-maori


NZJP, 52(2), 30-43            Material Development for Cognitive Bias Modification for Stereotypes 

  

36 

 

(contact author for the complete set of items). Inter-rater 

reliability on each rating criterion for training items were: 

ICCnon-stereotype = .42; ICCstereotype = .57; ICCrelevance = .72. 

We do not report ICC scores for ratings of control items 

and the readability and ambiguity criteria of training 

items, as might be expected, there was limited variability 

in these data to make meaningful interpretations of ICC 

values (Bobak et al., 2018). 

Next, we examined any group differences as a function 

of the mean rating of each criterion (stereotypical and 

non-stereotypical resolution, relevance, readability, 

ambiguity). 

Table 1 shows the mean ratings of the final set of 

CBM-S training and control items. 

For these analyses, we combined ratings of Māori 

participants and medical students (see Figure 4). 

Consistent with our aim, Paired Samples t-tests 

between the training and control groups revealed 

systematic differences in:  

• mean ratings of stereotypical 

resolution between training (M = 6.18, SD = 1.23) 

and control items (M = 1.33, SD = .94), t(530) = 

80.48, p < .001. 

• mean ratings of relevance to 

healthcare between training (M = 5.98, SD = 

1.19) and control items (M = 1.02, SD = .13), 

t(234) = 63.37, p < .001. 

• the proportion of students who thought 

training items (86%) and control items (33%) 

were ambiguous, χ2 (1) =34.33, p < .001.  

That is, relative to the control items, training 

items provided a more consistent depiction of 

common stereotypes of Māori patients, were 

more relevant to a healthcare context, and were 

more ambiguous. On the other hand, we did not 

find any statistically significant differences in 

ratings of readability between training (M = 6.86, 

SD = .58) and control items (M = 6.76, SD = .64), 

t(234) = 1.79, p = .07, and in ratings of non-

stereotypical resolution between training (M = 1.44, SD = 

1.13) and control items (M = 1.33, SD = .94), t(530) = 

1.65, p = .10.  

In order to match the number of training and control 

items, we excluded 21 control items based on the item’s 

length, operationally defined as the item’s character 

count. This controls for potential and inadvertent effects 

of time spent in CBM training (Standage et al., 2009). The 

Two One-sided Test (TOST) for testing equivalence 

(Lakens et al., 2018) revealed that the length of training 

items (M = 134.46, SD = 16.76) was equivalent to that of 

control items (M = 132.52, SD = 12.55), t(107) = -1.74, p 

= .04, given an equivalence bound of 6.67 to -6.67 (95% 

CI). 
 

Interpretation Bias Measures 
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Next, we examined the ratings for each assessment item 

independently. Items that fell below a priori-defined 

acceptable value for each rating criterion were excluded 

from the final sets of assessment items. Fifteen items 

reached an acceptable rating for each criterion and were 

adapted to be used in the final set of SRT and SST items 

(contact author for complete sets of assessment items). 

Some items were reworded to create additional content to 

accommodate for the number of items needed for the bias 

measures (i.e., the SST consisted of 15 items for each 

version; the SRT consisted of eight items for each 

version). Interrater reliability for each of the rating criteria 

were: ICCnon-stereotype = .68; ICCstereotype = .86; ICCrelevance = 

.52. Again, we do not report ICC scores for ratings of the 

readability criterion due to floor effect (Bobak et al., 

2018). 

We then examined any differences in the mean rating of 

the stereotypical and non-stereotypical resolutions of the 

items. Table 1 above shows the mean ratings of the final 

set of SRT items (recall that we did not collect ratings of 

SST items due to the similarity of item contents between 

SST and SRT). For these analyses, we combined ratings 

of Māori participants and medical students. Consistent 

with our aim, a Paired Samples t-test revealed a systematic 

difference in mean ratings of stereotypical interpretation 

(M = 5.66, SD = 1.92) and non-stereotypical 

interpretation (M = 1.70, SD = 1.44), t(134) = 20.02, p < 

.001. Specifically, relative to non-stereotypical 

interpretations, stereotypical interpretations provided a 

more consistent depiction of common stereotypes of 

Māori patients. High mean ratings were obtained for 

items’ relevance to a healthcare setting and readability 

(see Table 1). 

Name Ratings 

To obtain a list of names common to Māori to be used 

in the final set of CBM-S training and assessment 

materials, we examined the ratings for each name 

independently. Names that fell below a priori-defined 

acceptable value for each rating criterion were excluded 

from the final list of names. Ten names reached the 

acceptable value, in ascending order of commonality to a 

Māori name were: Miss Kahaki, Kiwa, Mr Te Wiata, Mrs 

Waerea, Mr Tipene, Ms Awatere, Miss Wiremu, Miss 

Ropata, Nikau, Mr Rewi. A high degree of reliability was 

found between raters on name ratings (ICCname = .93). A 

Paired Samples t-test revealed a difference in mean ratings 

of these final 10 names (M = 5.30, SD = 1.74) and the 

names that did not reach acceptable value (M = 2.72, SD 

= 1.47), t(298) = 13.49, p < .001. 
 

Stage III: Testing & User Feedback  
Participants 

As a part of the CBM-S efficacy study (Hsu & Akuhata-

Huntington, 2024), we recruited from the University of 

Otago Medical School 60 medical students in Early 

Learning in Medicine (ELM: 1st and 2nd year in medicine) 

and Advanced Learning in Medicine (ALM: 3rd-5th year in 

medicine). Due to technical issues, one student’s data 

were lost. The final sample included 59 students. Table 2 

shows participants’ descriptive data. 

Procedure 

CBM-S testing was hosted on Qualtrics—an online 

survey platform. After the students received information 

about the study and provided eConsent, they completed 

the training and assessments online using either their 

personal computers or mobile phones/tablets. We 

obtained user feedback on CBM-S training and examined 

the reliability of two interpretation bias measures. 

User Feedback 

A set of questions were included post-training to 

incorporate user feedback to help refine and improve 

CBM-S. Medical students rated the training items on the 

following features using a 7-point scale: enjoyment: 1-

annoying to 7-enjoyable; clarity: 1-clear to 7-confusing; 

interest: 1-not interesting to 7-interesting; ease of use: 1-

complicated to 7-easy. These rating criteria were selected 

from a 10-scale User Experience Questionnaire based on 

coverage of the scales and their relevance to CBM-S. The 

questionnaire was designed to measure users’ experience 

of interactive products (Laugwitz et al., 2008). 

Interpretation Bias Measure: SST 

Recall that we developed two versions of the SST 

(SSTv1 and SSTv2) from student-generated healthcare 

scenarios, with each version consisting of 15 scrambled 

sentences of six words. Students received one of two 

versions of SST in a fixed order. Using 5 out of 6 words, 

students reordered the words to create a grammatically 

correct sentence. The scrambled sentences were designed 

to form either a stereotypical or non-stereotypical 

interpretation using one of two critical words (e.g., ‘Ms 

Waerea likely seeks western/alternative treatment’); an 

error occurs when a sentence includes both or none of the 

critical words or is grammatically incorrect. To reduce 

deliberate response biases in information processing 

(Bowler et al., 2012; Rude et al., 2003), the SST included 

two features. First, students were instructed to ‘choose 

whatever sentence comes to mind and to complete the task 

as fast as you can as the task is time-limited.’ Students had 

5 minutes to complete as many items as possible. Second, 

students completed the SST user a cognitive load; that is, 

students were presented with a six-digit number (e.g., 

815374) pre-SST and were told ‘You will be asked to 

recall the number later, so please keep the number in your 

mind while you complete the word task.’ Students were 

asked to recall the same number immediately post-SST. 

Using a yes (1) or no (0) dummy coding, two researchers 

coded all the responses as either stereotypical, non-

stereotypical, or error. For example, a sentence that 

included the ‘stereotype’ critical word was coded as: 

(stereotypical = 1; non-stereotypical = 0; error = 0). Kappa 

scores ranged from moderate to perfect agreement (Landis 

& Koch, 1977), k = .58–.97, all p < .001, with only one 

falling below 0.6. Once all the responses were coded, we 

summed the scores for each coding category 

(SUM_stereotypical, SUM_non-stereotypical, 

SUM_error). An interpretation bias score, ranging from 

0% to 100%, was calculated using the following 

equations: 

 

Bias Score               =  (SUM_stereotypical ÷ Total Items Attempted) x 100 

Non-Bias Score      =  (SUM_non-stereotypical ÷ Total Items Attempted) x 100 
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A higher bias score indicated a tendency to interpret 

scenarios involving Māori in a manner that is congruent 

to common stereotypes of Māori. 

Interpretation Bias Measures: SRT 

Recall that SRT consists of two parts—encoding and 

recognition. During encoding, students received one of 

the two SRT versions (SRTv1 and SRTv2) in a fixed 

order. Each version of the SRT consisted of eight items. 

At the beginning of the encoding phase, students were 

given the following instructions ‘As you read through 

each passage, it is important to imagine yourself as the 

healthcare provider in the situation described.’ For each 

passage, students were asked to complete the final 

fragmented word followed by a yes/no question. During 

the recognition phase, students were presented with two 

short statements that were related to a passage from the 

encoding phase. One statement provided an explanation 

of the passage that is consistent with common stereotypes 

of Māori patients; the other statement explains the passage 

in a more helpful/benign manner. Using a 4-point scale (1 

- very different in meaning to 4 - very similar in meaning), 

students were instructed to rate ‘how similar the sentence 

is to the corresponding passage.’ 

We calculated the average score for each type of 

statement separately to obtain two mean scores: Mean 

[Stereotype] and Mean [Non-Stereotype]. An 

interpretation bias score, ranging from +3 to -3, was 

calculated as follows:  

Interpretation Bias = Mean [Stereotype] – Mean 

[Non-Stereotype] 

 

A more positive score indicated a tendency to interpret 

scenarios involving Māori in a manner that is congruent 

to common stereotypes of Māori. 

Associations Measure: Implicit Association Test (IAT) 

The IAT measures the strength of association between 

evaluations of targeted categories. It is a widely used 

measure in social psychology (Greenwald et al., 1998). 

While we acknowledge the limitations of using skin-tone 

to measure implicit evaluations of Māori, in the present 

study, we utilized a readily available online IAT test to 

assess medical students’ automatic evaluations of light 

and dark skin tones (see Figure 5; Project Implicit, n.d.). 

During the IAT, students were invited to sort words and 

pictures of faces as quickly as possible into one of two 

categories using two keyboard keys: the ‘e’ key was 

pressed to indicate that the word or picture belonged to 

the group on the left; the ‘i’ key was pressed to indicate 

that the word or picture belonged to the group on the right.  

The skin-tone IAT consisted of five parts:  

1) Faces and categories. Students grouped faces of 

different skin-tone into either ‘Dark-Skinned 

People’ (left of screen) or ‘Light-Skinned People’ 

(right of screen).  

2) Words and evaluation. Students grouped different 

words into either ‘Bad’ (left of screen) or ‘Good’ 

(right of screen): (‘Good’ words: Delightful, 

Attractive, Fabulous, Joyful, Adore, Pleasure, 

Cheer, Appealing) and (‘Bad’ words: Horrific, 

Sadness, Bothersome, Annoy, Tragic, Selfish, 

Angry, Despise). 

3) Category and evaluation combined. Students 

grouped both words and faces into either the ‘Dark-

Skinned People/Bad’ (left of screen) or ‘Light-

Skinned People/Good’ (right of screen). This step 

was administered twice.  

4) Faces and categories (with the placement of 

categories switched). Students grouped faces of 

different skin-tone into either ‘Light-Skinned 

People’ (left of screen) or ‘Dark-Skinned People’ 

(right of screen). 

5) Combined categories and evaluations. Students 

grouped both words and faces into either the ‘Light-

Skinned People/Bad’ (left of screen) or ‘Dark-

Skinned People/Good’ (right of screen). This step 

was administered twice.   

Steps 3 and 5 were counterbalanced in fixed order across 

the students. For example, if in Step 3, student S1 was 

shown ‘Dark-Skinned People/Bad, Light-Skinned 

People/Good,’ then in Step 5, S1 was shown ‘Light-

Skinned People/Bad, Dark-Skinned People/Good.’ The 

same combination would apply to student S2 in reverse. 
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The average time students spend sorting words and 

faces accurately into their corresponding categories (i.e., 

good/bad; dark/light skin tone) were recorded and inferred 

students’ automatic evaluations of light and dark skin 

tone. Results from Project Implicit (n.d.) were presented 

in categories, ranging from (1 - strong preference for light 

skin tone to 7 - strong preference for dark skin tone, with 

labels moderate, slightly, and no preference between the 

two endpoints of the scale). 
 

Results 
Reliability of SST 

Using reliability analysis, Cronbach's α for the bias 

score for SSTv1 was .45 and for SSTv2 was .73, with an 

average Cronbach’s α of .63, indicating a moderate level 

of internal consistency (Hair et al., 2010). The corrected 

item-total correlation for SSTv1 and SSTv2 had a mean 

of .22 and .35, respectively. Pearson’s Product Moment 

Correlation showed that the correlation between bias and 

non-bias scores was statistically significant for SSTv1, r 

= -.76, p < .001, and for SSTv2, r = -.81, p < .001. Next, 

to assess the split-half reliability of the SST, we correlated 

bias scores based on odd and even numbered items. 

Results revealed Spearman-Brown-corrected reliability 

between the two halves of .38 for SSTv1 and .72 for 

SSTv2. 

Reliability of SRT 

Using reliability analysis, Cronbach's α for the bias 

score for SRTv1 was .35 and for SRTv2 was .66, with an 

average Cronbach’s α of .49, indicating a poor level of 

internal consistency (Hair et al., 2010). The corrected 

item-total correlation for SSTv1 and SSTv2 had a mean 

of .23 and .35, respectively. Pearson’s Product Moment 

Correlation showed that the correlation between 

interpretation bias and non-bias scores was statistically 

non-significant for SRTv1, r = .24, p = .25, and for 

SRTv2, r = .20, p = .27, suggesting that SRT items likely 

had low sensitivity to assessing interpretation bias in the 

present study.  

Next, to assess the split-half reliability of the SRT, we 

correlated bias scores based on odd and even numbered 

items. Results revealed Spearman-Brown-corrected 

reliability between the two halves of .03 for SRTv1 and 

.69 for SRTv2. 

Correlation: Bias and Association Tests 

Next, we examined whether there was an association 

between the SRT and SST, and the IAT. As point-biserial 

correlations determined the relation between the SST and 

SRT scores and skin-tone IAT. Results showed a 

statistically non-significant correlation between IAT 

scores and SST scores (SSTv1: r = -.10, p = .64; SSTv2: 

r = -.21, p = .24) and SRT scores (SRTv1: r = .34, p = .09; 

SRTv2: r = -.24, p = .18). Additionally, a Pearson’s 

Product Moment Correlation showed that the correlation 

between the SRT and SST interpretation bias scores was 

statistically non-significant, r = .02, p = .87, suggesting 

that the two interpretation bias measures were likely non-

convergent. 

Usability Feedback 

The results of students' ratings of CBM-S are shown in 

Table 3. As shown in Table 3, the mean ratings on all 

features revealed positive experiences with using CBM-S. 

That is, on average, students found CBM-S enjoyable, 

clear, interesting, and easy to use. 
 

DISCUSSION 
In the present paper, we reported the detailed 

development process of creating training and assessment 

materials for a novel digital self-administered ethnic bias 

training called Cognitive Bias Modification for Stereotype 

(CBM-S). CBM-S was developed in New Zealand and 

aims to address medical students’ bias toward Māori 
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patients by presenting students with a series of ambiguous 

healthcare situations that invite multiple interpretations 

but leading students to respond with a non-

stereotypical/neutral interpretation. An integral part of a 

high-quality and efficacious educational tool is the 

relevance and specificity of its materials, which can be 

achieved through adopting a user-centered approach to 

materials development. The present paper involved 

iterative inputs from medical students and Māori, and we 

aimed to achieve our two objectives: 1) to create and 

evaluate contents to be used in CBM-S that address 

common Māori stereotypes in healthcare settings and 2) 

to obtain user experience data of CBM-S and reliability 

data of interpretation bias measures.  

Medical students created 100 common healthcare 

scenarios involving Māori, which researchers adapted into 

standard CBM format. CBM-S items adopted specific 

verbs to reflect a progression from higher-level thought 

processes (what we think) to more stable schemata/beliefs 

(what we believe). All items were rated by medical 

students and Māori participants using a set of pre-defined 

criteria (stereotypicality, relevance to healthcare, 

readability, and ambiguity of the scenario). Additionally, 

a progression from using specific Māori names to using 

more generic labels of ethnicity (i.e., Māori) was adopted 

to promote individual- and group-level attribution of 

traits/behaviours from the scenarios. The names that were 

rated by medical students and Māori to create a pool of 

names commonly given to Māori. 

Out of the 100 scenarios created, 59 CBM-S training 

items and all control items reached a priori-defined 

acceptable value for each criterion. Further analyses of 

CBM-S content revealed that relative to control, training 

items were more ambiguous, more relevant to healthcare 

settings, and provided a more consistent depiction of 

common Māori patient stereotypes, with both training and 

control items rated as highly comprehensible. In the final 

set of CBM-S items, we included the 59 training items and 

selected 59 control items based on the average character 

count of scenarios so that the length of the scenarios was 

equivalent across training and control items. By matching 

the character count of the scenarios across experiment 

groups, we aimed to reduce the potential confounding 

effects of the duration spent in CBM-S training. Overall, 

medical students found CBM-S easy to use and to 

comprehend, interesting, and enjoyable.  

The remaining 20 student-generated healthcare 

scenarios were adapted into interpretation bias assessment 

items. Fifteen items reached a priori-defined acceptable 

value for each criterion: stereotypicality, relevance to 

healthcare, and readability. These 15 items were used to 

create two versions of the Scrambled Sentence Task (SST) 

and the Similarity Rating Task (SRT)—two interpretation 

bias measures that are commonly used in clinical studies 

of the CBM method. Each version of the SST consisted of 

15 scrambled sentences of six words each; each version of 

the SRT consisted of eight items. Reliability testing of 

interpretation bias assessments showed an overall 

moderate internal consistency for the SST but poor 

internal consistency for the SRT. There was a negative 

correlation between bias and non-bias scores on the SST. 

Our analyses did not reveal a correlation between bias and 

non-bias scores on the SRT or between the SRT and SST 

scores. These results suggest that despite adopting from 

the same pool of student-generated scenarios to create 

both the SRT and SST, the reliability of the SRT in 

measuring medical students’ interpretation bias of 

scenarios involving Māori patients may be limited. One 

possible explanation for the difference in reliability 

between the two interpretation measures is that, unlike the 

SST, students’ responses to the SRT may have been 

subjected to demand characteristics—a reported issue of 

the SRT assessment (Schoth & Liossi, 2018). The SST is 

a time-limited task under cognitive load. This feature of 

the SST was designed to limit conscious response bias 

(Bowler et al., 2012; Rude et al., 2003).  

In addition to the overall reliability data, our analyses 

revealed that relative to version one of both interpretation 

bias measures, version two showed better internal 

consistency and split-half reliability. There may be several 

explanations for this difference. First, 15 user-generated 

exemplars that reached a priori-defined acceptable values 

were adopted to create two versions of 15 SST items and 

eight SRT items (46 items in total). This is to 

accommodate for the conventional number of items used 

for each measure. As a result, some assessment items were 

similar but not the same as student-generated scenarios. 

Furthermore, the finalized assessment items were not re-

rated by service users, meaning that these items did not go 

through the same iterative process of review and 

refinement as during the first phase of item creation. Items 

that were included in version two of the bias measures 

may have been more similar to the student-generated 

scenarios than did version one, which may have accounted 

for the differences in reliability across versions. Through 

retrospection of our data, we observed that the mean 

stereotypicality rating of the items for version one was M 

= 5.40, and the rating for version two was M = 5.81, 

although not statistically significant.  

Another possible explanation is that despite adopting 

student-generated exemplars to create assessment items, 

the personal relevance to any one individual is limited and 

may not necessarily reflect the interpretation of the 

scenarios of all our participants. A re-examination of our 

data revealed a dispersion of ratings of assessment items. 

More specifically, stereotypicality ratings of the items 

ranged from 3.33 – 7, with a variation of 1.26. These data 

suggest individual variations in the interpretation of 

assessment scenarios, which may have impacted the 

reliability across versions. 

Consistent with findings from previous studies, we did 

not find a correlation between interpretation bias 

measures and the Implicit Association Test (IAT). IAT 

measures the strength of associations between categories 

and automatic evaluations of those categories—as 

opposed to biased interpretations of healthcare situations. 

In other words, at the basic level of social information 

processing, IAT may be assessing a different cognitive 

component (i.e., pattern matching) to that of students’ 

interpretation of healthcare scenarios (Sekaquaptew et al., 

2003). Specifically, the skin-tone IAT assesses whether 

participants recognize and associate ‘good’ (e.g., 

attractive, joyful) or ‘bad’ (e.g., horrific, despise) words 

with light- or dark-skinned faces. Interpretation bias 

measures, such as SRT and SST, assess participants’ 

interpretation of scenarios involving the target group, 
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which may have manifest in different ways depending on 

the given situation. 

The content development process discussed in this paper 

should consider the following limitations. First, as 

previously discussed, five medical students from the same 

university created 100 healthcare exemplars involving 

Māori, which may limit the generalization of these 

scenarios. Future work should include a larger sample 

within a broader context to create content that directly 

reflects personal experiences of ethnic stereotyping in 

different healthcare contexts. By the same token, 

interpretation bias assessment items should adopt one-to-

one mapping of student-generated scenarios to individual 

test items to improve the reliability and relevance of the 

measures.  

A second limitation is that further development of 

assessments for measuring interpretation bias toward 

marginalized ethnic groups, particular for the SRT, should 

address issues of demand characteristics. In some studies, 

researchers have included indirect ratings of interpretation 

bias by measuring participants’ ratings of pleasantness 

(Berna et al., 2011), or their level of concern (Davey et al., 

1992), pertaining to the SRT scenarios. These ratings 

invite participants to report their feelings rather than their 

explicit interpretations, which may mask the intent of the 

assessment. 

Finally, although Māori are often (inaccurately) 

associated with dark skin, using skin tone to measure 

associations of concepts of Māori is unidimensional and 

may have limited the validity of our findings. Māori is rich 

in cultural values and practices derived from mātauranga 

Māori (Māori knowledge) that encompasses 

multidimensional concepts and traditions (Mead, 2016). 

As such, using skin tone is a limited and superficial 

representation of Māori that may not have captured 

students’ perceptions of Māori when engaged in 

assessment and training. 

We anticipate that CBM training will complement 

existing training methods, such as metacognitive 

strategies, fact provision, and open discussions, as a part 

of a weekly independent learning approach in medical 

education and professional development. There is 

empirical evidence in the clinical literature suggesting a 

reduction in interpretation bias following six-session 

weekly trainings (40-items per session), with evidence of 

effects after the third session that remained at a 1-month 

and 3-month follow-up (Yiend et al., 2022). We envisage 

a similar weekly training session approach for CBM-S in 

medical education, with future studies needed on the 

‘dose-response’ of the training in modifying ethnic bias. 
 

Conclusion 
In conclusion, CBM is a class of training methods that 

has now been extended into a digital training tool to 

address implicit ethnic bias, which we called CBM-S. In 

the NZ context, CBM-S aims to address medical students’ 

bias toward Māori in healthcare settings. When 

developing any educational tool, it is important to follow 

a user-centered development approach to maximize 

content specificity and relevance of training content. This 

approach will most likely also optimize user acceptability 

and engagement, and the effectiveness and reliability of 

the training and assessment, to create an ethnic bias 

training tool to achieve true health equity. 
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